
MAD 53 (2025): 80–107 | ISSN 0718-0527 | ©Autores | BY-NC 4.0 CL

* Universidad Autónoma del Estado de México, México. rrogels@uamex.mx, https://orcid.org/0000-0002-6018-
0635
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From the printing press to the algorithm: systemic reconfiguration of scientific self-assessment
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RESUMEN: En el presente artículo se examina cómo la autoevaluación del sistema ciencia ha sido reprogramada
mediante acoplamientos con infraestructuras algorítmicas, manteniendo inalterado el código binario verdade-
ro/falso distintivo de las comunicaciones científicas. Se analizan cuatro dimensiones: 1. Temporalidad: la adopción
del preprint y la edición continua han convertido los manuscritos en “documentos vivos”; 2. Visibilidad: la revisión
por pares abierta ha desplegado nuevos circuitos de legitimación; 3. Trazabilidad: el versionado, la vinculación a
datos y código, y las retractaciones monitorizadas garantizan una memoria operativa auditable; y, 4. Agencia: la
incorporación de plataformas LLM y herramientas de IA reconfigura roles y flujos en descubrimiento, redacción y
evaluación. Además, se integran patologías emergentes (editoriales depredadoras, paper mills, plagio y uso no de-
clarado de IA) como perturbaciones que afectan los programas y expectativas del sistema. Se propone el concepto
de autoevaluación algorítmicamente mediada como categoría heurística. Se concluye que la autoevaluación persiste
como función esencial, aunque sus formas han sido reconfiguradas por nuevas infraestructuras sociotécnicas que
exigen criterios de transparencia y responsabilidad acordes al régimen de comunicación actual.

PALABRAS CLAVE: teoría de sistemas sociales, comunicación científica, revisión por pares abierta, trazabilidad
algorítmica, autoevaluación mediada por algoritmo

ABSTRACT: This article examines how—while maintaining the true/false binary code that distinguishes scientific
communications—the self-evaluation of the science system has been reprogrammed through couplings with al-
gorithmic infrastructures. Four dimensions are analyzed: 1. Temporality: the adoption of preprints and contin-
uous editing has turned manuscripts into “living documents”; 2. Visibility: open peer review has deployed new
circuits of legitimation; 3. Traceability: versioning, linking to data and code, and monitored retractions ensure an
auditable operational memory; and 4. Agency: the incorporation of LLM platforms and AI tools reconfigures roles
and flows in discovery, writing, and evaluation. In addition, emerging pathologies (predatory publishers, paper
mills, plagiarism, and undeclared use of AI) are integrated as disturbances that affect the system's programs and
expectations. The concept of algorithmically mediated self-evaluation is proposed as a heuristic category. It is con-
cluded that self-evaluation persists as an essential function, although its forms have been reconfigured by new socio-
technical infrastructures that demand criteria of transparency and accountability in line with the current commu-
nication regime.

KEYWORDS: social systems theory, scientific communication, open peer review, algorithmic traceability, algorithm-
mediated self-assessment

INTRODUCCIÓN: DEL PAPER AL PIPELINE, TRANSFORMACIONES EN LA COMUNICACIÓN CIEN-

TÍFICA

Durante las últimas décadas, los sistemas de producción, circulación y validación del conocimien-
to científico han atravesado transformaciones profundas. El cambio no se limita al paso de sopor-
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1 En el ámbito del desarrollo de software, el término pipeline designa un conjunto de procesos secuenciales que au-
tomatizan tareas de integración continua (CI) y de entrega continua (CD), desde la escritura del código hasta su des-
pliegue y posterior retroalimentación. Su arquitectura modular permite actualizaciones frecuentes, controladas y
trazables, reduciendo errores y facilitando la colaboración entre desarrollo y operaciones (Fluri et al., 2024; Klotins
et al., 2022). Trasladada al ámbito científico, la referencia al pipeline sugiere una transformación del artículo cien-
tífico como “unidad cerrada” hacia flujos iterativos de publicación, revisión, retroalimentación y versionado que
reorganizan la comunicación académica en un régimen continuo y retroalimentado.

2 Diferenciación funcional se refiere a la forma en que la sociedad moderna se organiza en sistemas relativamente
autónomos (como la ciencia, el derecho, la economía), cada uno con su propia lógica operativa (Bognár, 2013; La-
braña et al., 2020).

tes impresos a plataformas digitales, sino que implica una reconfiguración de la comunicación
científica, marcada por nuevas infraestructuras algorítmicas y modalidades de observación. Lo que
antes se organizaba en torno al “paper” como unidad cerrada y referencial, hoy se despliega en un
pipeline compuesto por versiones, comentarios, trazabilidad editorial, métricas automatizadas y
herramientas de asistencia basadas en Inteligencia Artificial (en lo sucesivo: IA).1 En este escenario
de creciente mediación técnica, la teoría de sistemas sociales de Luhmann se perfila como una
herramienta conceptual robusta para analizar cómo las formas sociales contemporáneas se recon-
figuran en un entorno dominado por infraestructuras algorítmicas (Simões et al., 2022).

Este artículo propone analizar dichas transformaciones a la luz de la Teoría general de los
sistemas sociales de Niklas Luhmann (1996, 2007), en diálogo con debates contemporáneos sobre
algoritmización, infraestructuras digitales y observación de segundo orden (Echternacht y Teixei-
ra, 2024; Esposito, 2017b, 2022; Guy, 2024).

Para ubicar este enfoque, es necesario situarlo dentro del campo más amplio de los llama-
dos Estudios sociales de la ciencia (en lo sucesivo: ESC), una tradición sociológica que ha abor-
dado críticamente las condiciones sociales, epistemológicas e institucionales en las que se produce
el conocimiento. Esta tradición incluye a la sociología de la ciencia también, donde convergen
aportes desde perspectivas estructuralistas, críticas, relacionales y sistémicas, todas orientadas a
problematizar la forma en que se construye, legitima y comunica la ciencia. Desde el ethos norma-
tivo propuesto por Robert K. Merton (1974) hasta las nociones de campo científico y capital sim-
bólico de Pierre Bourdieu (1994) pasando por las redes de mediación socio-técnica descritas por
Bruno Latour y Michel Callon (1981), los ESC han mostrado que la ciencia es una práctica social
mediada, negociada e históricamente situada. Las controversias, las trayectorias institucionales, las
dinámicas de poder y los dispositivos materiales son partes constitutivas de los modos contempo-
ráneos de producción y validación del conocimiento (Pirozelli, 2021; Shaffer, 2021).

La teoría de sistemas sociales de Niklas Luhmann (2007) ofrece una perspectiva distinta,
aunque no incompatible con los ESC. En lugar de centrarse en sujetos, actores o trayectorias ins-
titucionales, Luhmann conceptualiza la ciencia como un subsistema de la sociedad moderna ca-
racterizado por su autopoiesis; es decir, porque se autoproduce y se mantiene a través de sus pro-
pias operaciones que en el caso de los sistemas sociales son comunicaciones (Demetis, 2023; Ko-
skinen y Breite, 2020; Luli, 2020; Overwijk, 2019). En cuanto subsistema funcionalmente dife-
renciado,2 la ciencia se distingue por operar con un código binario específico: verdadero/falso, este
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3 Clausura operativa indica que un sistema produce sus propias operaciones sin intervención directa de sistemas
externos, aunque sí pueda acoplarse con ellos (Overwijk, 2021, p. 113)

4 En la teoría de sistemas sociales de Luhmann, acoplamiento estructural refiere a la relación estable entre sistemas
autónomos que se influencian mutuamente sin perder su operatividad propia (Luhmann, 2007). Retomando esta
noción, en este texto se propone entender los mediadores estructurales, como por ejemplo algoritmos, plataformas
o modelos de IA, como formas específicas de acoplamiento: mecanismos externos al sistema ciencia que se integran
de manera duradera en su entorno, condicionando sus formas de observación, validación y comunicación, sin alte-
rar directamente su clausura operativa.

5 Autoevaluación y autoobservación se refieren a la capacidad del sistema ciencia de observarse a sí mismo y de ajustar
sus operaciones sobre la base de expectativas internas, sin requerir validación externa (Luhmann, 1996).

estructura y orienta internamente sus comunicaciones (Bognár, 2013; Luli, 2020; Rempel, 1996).
Esta forma de operar le permite al sistema científico mantener una clausura operativa3 —al pro-
ducir sus propias reglas de validación interna— y, a la vez, una apertura cognitiva —al incorporar
y procesar complejidad ambiental—. La ciencia no representa la realidad, sino que observa cómo
puede observársela mediante distinciones propias, programas teóricos y expectativas estabiliza-
doras (Luhmann, 2007; Vanderstraeten, 2021).

El enfoque de Luhmann resulta especialmente útil en el actual entorno de automatización
y sobrecarga informacional que los ESC han analizado críticamente. Desde esta perspectiva, la
hipótesis que orienta este trabajo es que los algoritmos no son simples herramientas auxiliares, sino
mediadores estructurales4 que intervienen activamente en los mecanismos de autorreferencia del
sistema ciencia. Mediante plataformas de preprint, evaluación abierta, trazabilidad editorial y mo-
delos generativos de lenguaje, los algoritmos participan en la organización de la visibilidad, la dis-
tribución de la atención y la producción anticipada de expectativas, fenómeno también identi-
ficado desde enfoques críticos que analizan la gobernanza algorítimica, la performatividad de los
indicadores o la tecnopolítica de los sistemas de evaluación (Gaspar et al., 2022; Gauchat, 2023;
Zapp, 2021). Esta hipótesis también se apoya sobre estudios recientes que abordan la comunica-
ción con algoritmos desde la noción de doble contingencia, señalando la paradoja de la IA como
agente que debe ejecutar funciones precisas y simultáneamente producir respuestas sorprenden-
tes, en tanto comunicador artificial (Simões et al., 2022)

Lo anterior no implica una ruptura con la función diferenciada de la ciencia —la produc-
ción de conocimiento confiable y comunicable—, sino una rearticulación de sus formas opera-
cionales, observacionales y de autoevaluación.5 En el nuevo entorno, la IA representa una fase
reciente, pero decisiva de la evolución de tales acoplamientos. Aunque se conserva el código ver-
dadero/falso, las formas mediante las cuales se validan, circulan y legitiman los enunciados cien-
tíficos se han diversificado, automatizado y reprogramado. Esto obliga a repensar incluso el con-
cepto mismo de ‘recurso electrónico’ como simple medio de difusión, ya que dichas infraestruc-
turas actúan como componentes activos en los procesos de evaluación, selección y producción
científica (Da Fonseca et al., 2023; Reif, 2024).

La pregunta que guía el análisis es la siguiente: ¿cómo se transforma la comunicación cientí-
fica cuando sus operaciones centrales —publicar, evaluar, corregir, legitimar— son progresivamente
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6 El artículo retoma la noción de sistemas expertos como mediadores que, desde la perspectiva sistémica, pueden ser
entendidos como medios de comunicación que condicionan procesos de selección y contribuyen a reducir la com-
plejidad en los entornos informacionales contemporáneos (Simões et al., 2022).

7 Según Niklas Luhmann (Torres Nafarrate, 1999), sociedad funcionalmente diferenciada es un tipo de estructura
social en la que diversos sistemas funcionales (como la economía, la política, la ciencia, entre otros) operan de ma-
nera autónoma y se autorregulan, sin un esquema jerárquico común, lo que permite que cada sistema desarrolle su
propia identidad y funciones a partir de la interdependencia y la complejidad inherentes a las comunicaciones entre
ellos.

intermediadas por infraestructuras algorítmicas? Para abordarla, se adopta un enfoque teóricoa-
nalítico que articula las categorías luhmannianas (código, programas, observadores de segundo
orden, acoplamientos estructurales) con el estudio de cuatro casos paradigmáticos:

1. La emergencia del preprint y la edición continua como formatos vivos de publicación.
2. La revisión por pares abierta como transformación en las estructuras de legitimación.
3. Las publicaciones trazables y versionadas como objetos comunicacionales enriquecidos.
4. La incorporación de IA en los procesos de descubrimiento, escritura y evaluación científi-

ca.

A partir de esos casos, es introducido el concepto de autoevaluación algorítmicamente me-
diada como herramienta analítica para observar las mutaciones formales de la ciencia sin perder de
vista su continuidad funcional.6 El concepto describe una forma emergente de observación in-
terna del sistema, en la cual determinadas tecnologías, como los sistemas de descubrimiento de
información, las plataformas de trazabilidad y la escritura asistida, reorganizan los filtros de vali-
dación científica. Si bien estas formas abren nuevas posibilidades de reflexividad, también intro-
ducen riesgos: la naturalización de métricas opacas, la erosión de la confianza y la proliferación de
prácticas predatorias.

En línea con el dossier Algoritmos de la sociedad, el artículo propone repensar la comuni-
cación académica desde una mirada crítica y sistémica, reconociendo que lo visible, lo legítimo y
lo evaluable en la ciencia ya no es únicamente definido desde el texto ni desde la decisión humana
inmediata, sino también desde infraestructuras algorítmicas que median la autoobservación del
conocimiento.

FUNDAMENTOS Y PLATAFORMAS ALGORÍTMICAS DE LA AUTOEVALUACIÓN DEL SISTEMA CIEN-

CIA

NIKLAS LUHMANN Y LA AUTOEVALUACIÓN DEL SISTEMA CIENCIA

CÓDIGO VERDADERO/FALSO, PROGRAMAS Y EXPECTATIVAS

Desde la Teoría general de sistemas sociales, la ciencia se concibe como un subsistema funcional-
mente diferenciado de la sociedad,7 cuya operación se organiza mediante un proceso autopoietico
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sustentado por el código binario: verdadero/falso (Luhmann, 1996). Dicho código no remite a
una correspondencia directa con una realidad externa, sino que orienta internamente qué comu-
nicaciones pueden ser tratadas como científicas, permitiendo al sistema mantener su clausura ope-
rativa sin perder su apertura cognitiva. En lugar de representar la realidad, la ciencia se observa a sí
misma observando, generando sus propias distinciones. La perspectiva ha sido retomada por Kee-
nan y Sokol (2024), quienes destacan que el sistema científico no busca alcanzar una ‘verdad ob-
jetiva’, sino reproducir una forma de inteligencia social basada en la continuidad comunicativa y
en la reiteración funcional del código verdadero/falso.

El código binario organiza la continuidad operativa al distinguir entre aquellas afirmacio-
nes que pueden seguir siendo tratadas como científicas (por ser consideradas verdaderas) y aque-
llas que no (por ser consideradas falsas). Sin embargo, la aplicación concreta del código depende
de programas -como métodos, marcos teóricos o convenciones disciplinares- que orientan su uso
en contextos específicos. Asimismo, las expectativas institucionales y epistémicas estabilizan el
sistema al definir qué afirmaciones son plausibles o pertinentes en un momento dado (Luhmann,
1996).

La lógica funcional y operativa permanece vigente incluso ante las transformaciones de los
medios tecnológicos. Como sugieren Kennan y Sokol (2024), el código de la ciencia se mantiene,
pero su ejecución se ve mediada cada vez más por plataformas digitales, sistemas algorítmicos de
descubrimiento y recomendación de información y estructuras comunicativas no humanas, que
no reproducen inteligencia humana sino que producen orden y expectativas a través de correla-
ciones estadísticas y selecciones automáticas.

AUTOOBSERVACIÓN/AUTOEVALUACIÓN VÍA PUBLICACIÓN Y REVISIÓN

Uno de los rasgos distintivos del sistema científico es su capacidad de autoobservación y autoe-
valuación. Esa reflexividad es una condición estructural de su funcionamiento: el sistema se re-
produce observando sus propias operaciones comunicativas, como en el caso de la revisión de
trabajos previos, la crítica epistémica o la formulación de hipótesis. Keenan y Sokol (2024) reto-
man este principio e indican que la autoobservación opera como una ‘descripción funcional’ que
permite al sistema comprender y continuar sus propias operaciones, sin apelar a referentes exter-
nos.

Aunque Luhmann no utiliza el concepto de revisión por pares expresamente, reconoce la
existencia de dispositivos de control interno que permiten discriminar qué comunicaciones pue-
den ser aceptadas como científicas. Dicha revisión opera como un observador de segundo orden:
no se limita a evaluar contenidos, sino que analiza los marcos y condiciones bajo los cuales esos
contenidos fueron producidos. En palabras del propio Luhmann, se trata de una “investigación
de la investigación” (Luhmann, 1996: 242). Ello posibilita que el sistema se observe sin requerir
criterios externos, preservando así su autonomía frente a otros subsistemas, como el derecho o la
política.
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Sin embargo, la dinámica indicada está siendo transformada por la incorporación de algo-
ritmos que transforman las formas y los medios de la observación. Un ejemplo paradigmático es la
revisión por pares abierta. Ella introduce visibilidad y trazabilidad en procesos históricamente
opacos (Ross-Hellauer, 2017). Esa modalidad no solo amplía el alcance de la observación, sino que
redistribuye los puntos de entrada para la evaluación, habilitando nuevas formas de intervención,
comentario y monitoreo de las comunicaciones científicas.

En este contexto, la IA deja de ser una herramienta auxiliar para convertirse en una inter-
faz estructurante: redistribuye la atención, reorganiza las jerarquías de confiabilidad y altera los
ritmos de validación. Al encontrarse parcialmente mediada por sistemas automatizados, la eva-
luación científica incorpora criterios nuevos que modifican el equilibrio entre cierre operativo y
apertura cognitiva del sistema. En palabras de Keenan y Sokol (2024), los sistemas de IA no ex-
plican ni comprenden el contenido, sino que ordenan la comunicación social a través de meca-
nismos de selección que producen nuevas expectativas.

Como sugiere Overwijk (2021), el sistema ciencia enfrenta una paradoja entre la apertura
a nuevas racionalidades tecnológicas y su necesidad de mantener una clausura operativa coheren-
te. En ese contexto, la incorporación de tecnologías algorítmicas no representa simplemente una
actualización funcional, sino un reordenamiento profundo de los mecanismos de autoobserva-
ción que puede intensificar, tanto su reflexividad como sus vulnerabilidades internas.

PUBLICACIÓN COMO MEMORIA OPERATIVA DEL SISTEMA

La publicación científica cumple un papel central en la reproducción del sistema ciencia: funcio-
na como una memoria estructural que garantiza la continuidad estructural del sistema mediante
el acoplamiento entre observaciones pasadas y futuras. En términos luhmannianos, las publica-
ciones operan como medios de enlace funcional, comparables al dinero en la economía, pues per-
miten que las operaciones comunicativas se conecten entre sí de forma selectiva y acumulativa
(Luhmann, 1996: 309). La conectividad sostiene la memoria operativa del sistema: no actúa como
un archivo pasivo, sino como un mecanismo selectivo que diferencia entre lo que debe conservarse
y lo que puede ser olvidado. Así, el sistema distingue entre hipótesis plausibles y teorías refutadas,
entre programas metodológicos vigentes y obsoletos, manteniendo su clausura operativa sin re-
nunciar a la apertura cognitiva.

La consolidación histórica de prácticas editoriales, normas de citación y soportes, como la
imprenta, dotó al sistema de herramientas para estructurar dicha memoria de manera cada vez más
compleja. En el entorno digital, esas funciones han sido transformadas, pero no anuladas. La pro-
liferación de nuevos medios, como el preprint, las revisiones abiertas, los datos disponibles, los
blogs académicos, las plataformas de código abierto y las redes sociales científicas, ha diversificado
los canales mediante los cuales las observaciones científicas son generadas y comunicadas. Esta
expansión no desestructura al sistema, sino que resignifica sus formas comunicativas bajo el mis-
mo código de verdad/no verdad.
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Lo que cambia son los medios y las temporalidades en los que las comunicaciones se ins-
criben: compartir un hallazgo útil antes de su validación formal, como sucede con los preprints,
responde a una lógica de apertura y aceleración que amplía las posibilidades de acoplamiento es-
tructural con otros sistemas sociales, como el sistema de salud, el educativo o el tecnológico. Las
nuevas formas de publicación no reemplazan las tradicionales, sino que coexisten en un ecosis-
tema mediático más plural, que modifica las dinámicas de validación, visibilización y circulación
del conocimiento, sin alterar la función autopoiética que sostiene al sistema ciencia. La publica-
ción, en todas sus formas, sigue siendo la operación mediante la cual el conocimiento científico se
convierte en memoria observable, evaluable y reutilizable.

ELENA ESPOSITO Y LA COMUNICACIÓN ARTIFICIAL

PRODUCCIÓN ALGORÍTMICA DE ORDEN/EXPECTATIVAS

Elena Esposito (2017a, 2017b, 2021, 2022) propone reconsiderar la manera en que interpretamos
los sistemas digitales: no como expresiones de IA que buscan emular la mente humana, sino como
formas de comunicación artificial que producen orden social generando expectativas, perfiles y
clasificaciones a partir de correlaciones masivas. Su valor reside no en la comprensión del conte-
nido, sino en su capacidad de organizar el entorno informativo mediante operaciones algorítmicas
que estructuran lo observable. Keenan y Sokol (2024) retoman la perspectiva y argumentan que
los algoritmos actuales no replican la inteligencia humana, sino que instauran un régimen de or-
den comunicativo sin intención consciente, estructurado por listas, rankings y recomendaciones
que modelan activamente lo que debe ser considerado relevante, citable o confiable. En el con-
texto científico, ello implica que los algoritmos no solo automatizan tareas de búsqueda o filtrado,
sino que intervienen en la construcción de expectativas epistémicas de manera directa, influyendo
en la visibilidad, la circulación y la legitimidad del conocimiento producido.

OPACIDAD, EXPLICABILIDAD Y DELEGACIÓN DE DECISIONES

La comunicación artificial introduce una dimensión crítica de opacidad algorítmica que trans-
forma profundamente los procesos de decisión en la práctica académica. Tal como advierte Jenna
Burrel (2016), muchos sistemas contemporáneos de aprendizaje automático funcionan como
cajas negras, cuya lógica interna resulta inaccesible incluso para sus diseñadores. Dicha opacidad
se vuelve especialmente problemática, cuando esos sistemas influyen en tareas como la asignación
de revisores, la detección de plagio, la priorización editorial o las sugerencias automatizadas de
aceptación o rechazo, pues la delegación de decisiones en modelos estadísticos, cuyos criterios no
son epistémicos, genera riesgos de sesgos, indefinición de responsabilidades y dificultad para di-
sentir o auditar las evaluaciones generadas.

Si bien se han propuesto modelos de Explainable Artificial Intelligence (XAI) en respues-
ta a este problema, su eficacia ha sido cuestionada. Como señalan Keenan y Sokol (2024), en lugar
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de abrir la caja negra, esos sistemas refuerzan su opacidad muchas veces, pues desplazan el enten-
dimiento hacia visualizaciones o pseudonarrativas que no permiten comprender realmente los
criterios de decisión subyacentes. En lugar de tratar tales explicaciones como representaciones
internas o modelos de transparencia, los autores proponen una lectura desde la teoría funcional de
la comunicación de Niklas Luhmann: las explicaciones algorítmicas deben ser comprendidas co-
mo operaciones comunicativas que no revelan “la verdad” del sistema, sino que reducen comple-
jidad y configuran expectativas en los entornos donde se insertan.

La perspectiva coincide con los planteamientos de Elena Esposito (2021). Ella subraya que
los algoritmos producen orden sin intención consciente, estructurando jerarquías, filtros y reco-
mendaciones que moldean las observaciones posibles en los sistemas sociales. En el ámbito cien-
tífico, ello implica que los algoritmos no solo filtran contenidos, sino que estructuran activamen-
te qué debe considerarse relevante, confiable o citable. Por esa razón, más allá de informar sobre el
uso de algoritmos, se vuelve indispensable construir mecanismos institucionales de explicabilidad
que sean compatibles con los principios de transparencia y evaluación responsable. Dicha tarea
requiere desarrollar competencias críticas y marcos normativos que le permitan a la comunidad
académica observar y cuestionar activamente el papel estructurante de estas tecnologías en la pro-
ducción de conocimiento.

ACOPLAMIENTOS CIENCIA–PLATAFORMAS–MODELOS

En el sentido luhmanniano del término, los algoritmos, las plataformas digitales y el sistema cien-
tífico hoy se encuentran acoplados estructuralmente con marcada intensidad: se trata de sistemas
autónomos que se coordinan sin integrarse funcionalmente y que afectan sus operaciones mu-
tuamente (Luhmann, 2007). Plataformas como OpenAlex, Google Scholar, Dimensions o Sco-
pus no sólo almacenan información sobre publicaciones, sino que condicionan las formas de ob-
servación dentro del sistema de la ciencia, pues determinan qué es visible, qué merece atención y
qué resulta relevante para ser citado, reproducido, o financiado.

Desde la perspectiva de Elena Esposito (2017b, 2022), los sistemas algorítmicos no son só-
lo herramientas técnicas, sino también socios de interacción en los procesos comunicativos. En su
propuesta sobre comunicación artificial, Esposito sostiene que los algoritmos participan activa-
mente en la construcción de la inteligencia social contemporánea, moldeando las relaciones, las
expectativas y las decisiones dentro de los sistemas sociales. La última observación es especialmen-
te relevante para el caso de la ciencia, en la cual los algoritmos y las plataformas influyen sobre la
legitimación de contenidos, la selección de interlocutores y la organización del conocimiento dis-
ponible.

En esa línea, Keenan y Sokol (2024) destacan que ese tipo de acoplamientos no suponen
una integración total, sino una articulación comunicativa entre sistemas que operan con códigos
diferenciados. Los algoritmos no sólo distribuyen información, también generan metacomuni-
cación, reducen complejidad, estabilizan expectativas y condicionan qué puede ser considerado
confiable, citable o legítimo. Y lo hacen no a través de decisiones humanas directas, sino mediante

https://www.elsevier.com/es-es/products/scopus/search
https://www.dimensions.ai/
https://scholar.google.com/
https://openalex.org/
https://www.elsevier.com/es-es/products/scopus/search
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operaciones automáticas inscritas en arquitecturas digitales que alteran las condiciones de posi-
bilidad de la observación científica silenciosamente.

Al mantener su código operativo (verdadero/falso), la ciencia se acopla funcionalmente
con subsistemas que responden a otras lógicas, como el sistema tecnológico (funciona/no fun-
ciona), el sistema comercial (pago/no pago), o el sistema mediático (visible/invisible). Ello genera
zonas opacas, donde los criterios científicos tradicionales se ven desplazados por los sesgos ope-
racionales de plataformas y algoritmos (Demetis, 2023).

Como también se ha señalado en la literatura sobre Tecnologías de la Información y la Co-
municación (en lo sucesivo: TIC) desde la teoría de sistemas sociales (Forte et al., 2012), la digi-
talización y la convergencia tecnológica han producido una estructura comunicativa histórica-
mente novedosa, en la que las computadoras operan como nodos funcionalmente comunicativos.
Esas tecnologías han transformado los principios operativos de múltiples sistemas sociales, faci-
litando el acceso remoto y la propagación automatizada de la comunicación científica a través de
bancos digitales de información, intensificando así la interdependencia entre ciencia, plataformas
y modelos algorítmicos.

La interdependencia alcanza una dimensión nueva a partir de la incorporación de mode-
los generativos de lenguaje. Ya no se trata de automatizar tareas únicamente, sino de simular dis-
curso científico completo, lo que impacta en los criterios de autoría, confiabilidad y atribución.
Investigaciones recientes (A Matthews y Volpe, 2023; Gao et al., 2023) advierten que estas tec-
nologías pueden generar resúmenes, literatura de apoyo o incluso manuscritos enteros, desplazan-
do el rol del sujeto epistémico y redefiniendo las normas de producción y evaluación del conoci-
miento científico.

En conjunto, el nuevo régimen de comunicación híbrida extiende la autoobservación del
sistema ciencia más allá de las publicaciones impresas y las revisiones humanas. Agentes no hu-
manos, algoritmos y plataformas participan activamente en la producción de sentido, reorganizan
los canales de circulación y condicionan qué es considerado válido, visible o digno de ser publi-
cado. Siguiendo a Elena Esposito (2022), ello no implica simplemente una transformación tec-
nológica, sino una reconfiguración estructural de la inteligencia social, pues la ciencia ya no puede
observarse a sí misma sin considerar la mediación algorítmica que atraviesa todas sus operaciones.

CUATRO DIMENSIONES DE TRANSFORMACIÓN ALGORÍTMICA EN LA COMUNICACIÓN DE LA

CIENCIA

En el marco contemporáneo de producción científica, los procesos de comunicación académica
han experimentado transformaciones significativas que exceden lo meramente técnico, pues han
sido modificadas las condiciones mismas de posibilidad de la autoobservación del sistema ciencia.

Según lo expuesto en los apartados anteriores, el sistema opera por diferenciación funcio-
nal y mantiene la distinción verdadero/falso como código rector. No obstante, las formas de ac-
tualización del código están acopladas cada vez más con infraestructuras algorítmicas que median,
clasifican, jerarquizan y distribuyen la información. Dicha mediación no es neutral: reconfigura
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las operaciones que el sistema realiza sobre sí mismo, impactando en su capacidad de autorrefe-
rencia directamente, es decir, en su forma de observar sus propias observaciones.

En este escenario, la circulación de conocimiento se vuelve crecientemente dependiente
de plataformas digitales que organizan los tiempos, modos y criterios de validación. Las prácticas
de publicación, revisión, corrección y citación que respondían a protocolos relativamente estables,
ahora operan en entornos dinámicos, donde los algoritmos modulan la visibilidad, la relevancia y
la vigencia del conocimiento. La transición requiere una categoría analítica que capture la trans-
formación. A tal fin, aquí se propone la de autoevaluación algorítmicamente mediada.

Para explorar la propuesta, se presentan a continuación cuatro ejemplos que permiten ob-
servar cómo el sistema ciencia se reconfigura a través de su comunicación: (1) la temporalidad
expandida y editable de los preprint; (2) la apertura evaluativa mediante revisión por pares abierta;
(3) la trazabilidad y persistencia en objetos editoriales vivos; y (4) el despliegue de IA en tareas de
descubrimiento, redacción y análisis. Cada uno de los casos ilustra cómo el sistema incorpora nue-
vas formas de observarse, registrarse y evaluarse, redefiniendo sus propios mecanismos de legiti-
mación en el contexto de los algoritmos de la sociedad.

TEMPORALIDAD ACELERADA: PREPRINT Y EDICIÓN CONTINUA COMO DOCUMENTOS “VIVOS”

Desde su creación en 1991, la plataforma ha transformado profundamente la manera en que el
conocimiento circula en diversas disciplinas científicas, como la física, la matemática, la informá-
tica y áreas afines. La innovación clave fue permitir la publicación inmediata de manuscritos en
versión preimpresa (preprints), es decir, antes de pasar por el proceso formal de revisión por pares.
Basado sobre la apertura, la inmediatez y la trazabilidad, el modelo dio lugar a una forma nueva de
entender la comunicación académica: más ágil, más visible y más participativa (Chaleplioglou y
Koulouris, 2023; Collins y Alexander, 2022).

arXiv no solo ofrece un espacio para compartir resultados en desarrollo, sino que también
permite el envío de versiones sucesivas de un mismo texto. Cada versión conserva un identificador
digital único (DOI) y es acompañado de metadatos enriquecidos que facilitan su descubrimiento,
su visibilización y su citación. El nuevo enfoque lanza la noción de documento vivo, en constante
evolución y abierto a la crítica colectiva. Desde la teoría de sistemas sociales, esa transformación
puede interpretarse como un desplazamiento en la forma de acoplamiento entre el sistema ciencia
y su entorno tecnológico. En ella, las plataformas de preprint permiten nuevas formas de memoria
operativa y de observación distribuida.

Los preprints han sido adoptados por otras disciplinas a lo largo del tiempo. A partir de
2008, emergieron plataformas nuevas, como Dryard, enfocada inicialmente en biociencias, y
Open Science Framework (OSF) impulsada por el Center for Open Science. Figshare fue lanzada
por Digital Science en 2012 y el repositorio multidisciplinario Zenodo fue desarrollado por el
CERN en 2013. Las ciencias sociales se sumaron con la creación de SocArXiv en 2016.

Las infraestructuras mencionadas no sólo alojan preprints, sino que también integran da-
tos, código, materiales complementarios e incluso protocolos. Además, facilitan prácticas de edi-

https://datadryad.org/
https://figshare.com/
https://osf.io/
https://zenodo.org/
https://osf.io/preprints/socarxiv
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ción continua, gracias a las cuales los documentos pueden actualizarse progresivamente, mante-
niendo visible su historial completo (Taubert, 2018). Dicha lógica de publicación iterativa, con
versiones sucesivas y vínculos enriquecidos, fortalece la reproducibilidad y transparencia, claves
en un ecosistema digital mediado por algoritmos. Desde la teoría de sistemas, las prácticas de edi-
ción continua pueden entenderse como una reconfiguración de los programas que orientan la
aplicación del código verdadero/falso. Los umbrales de validez se flexibilizan sin alterar el código
central del sistema al permitir versiones sucesivas con trazabilidad pública.

Estudios recientes han mostrado que los preprints no sólo anticipan la circulación del co-
nocimiento hasta 14 meses antes de su publicación formal, sino que llegan a multiplicar por cinco
las citas respecto de aquellos artículos que no fueron publicados previamente como preprint (Xie
et al., 2021). Esas dinámicas subrayan cómo el uso estratégico de plataformas abiertas puede ace-
lerar y amplificar el impacto del discurso académico.

En América Latina, destaca el caso de SciELO Preprints, lanzada en abril de 2020 utilizan-
do el sistema Open Preprint Systems (OPS) del Public Knowledge Project (PKP). Durante sus dos
primeros años, gestionó más de 2400 envíos, con procesos de moderación multinivel y publica-
ción en menos de 48 horas en aquellos casos que cumplían los criterios establecidos (Mendonça
et al., 2022). Dicha plataforma también promueve la participación mediante anotaciones públicas
a través de Hypothesis y solicitudes de revisión abiertas mediante su integración con PREreview.

Esas plataformas comparten características fundamentales que permiten entenderlas co-
mo parte de una infraestructura de publicación dinámica:

- admiten múltiples versiones del mismo manuscrito sin pérdida de trazabilidad;
- asignan identificadores persistentes (DOI) desde el inicio del proceso, con metadatos

interoperables, y
- reducen el lapso entre la redacción del documento y su disponibilidad pública.

De este modo, los preprints no son borradores preliminares, sino espacios vivos de discu-
sión, crítica y mejora colectiva. En un contexto donde los algoritmos organizan la visibilidad del
conocimiento, los preprint y la edición continua constituyen estrategias clave para sostener un
diálogo científico más abierto, iterativo y situado.

EFECTOS EN TEMPORALIDAD Y VISIBILIDAD ANTES DEL “VEREDICTO” FORMAL

Desde la teoría de sistemas sociales, la emergencia de los preprints puede leerse como un mecanis-
mo de observación de segundo orden, en el cual el sistema observa las observaciones aún no va-
lidadas formalmente, expandiendo sus umbrales de reflexividad (Luhmann, 1996). Se trata de una
forma de autoobservación anticipada, donde incluso las hipótesis en borrador son objeto de dis-
tinción y vigilancia comunicativa.

En este sentido, las versiones preliminares de artículos científicos difundidas antes de pa-
sar por el proceso tradicional de revisión por pares no deben ser entendidas como un paso previo

https://preprints.scielo.org/index.php/scielo
https://pkp.sfu.ca/
https://pkp.sfu.ca/software/ops/
https://prereview.org/
https://web.hypothes.is/
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8 A diferencia del modelo tradicional, basado en el anonimato, la opacidad y una limitada rendición de cuentas, la
OPR promueve principios de transparencia, trazabilidad y reconocimiento del trabajo evaluativo como parte inhe-
rente del proceso de construcción del saber académico (Ross-Hellauer, 2017).

a la publicación formal, antes bien representan una transformación estructural en las formas de
comunicación científica. Su característica distintiva es que permiten la circulación inmediata del
conocimiento en curso, abriendo el espacio para observaciones públicas y temporales antes del
“veredicto” editorial definitivo. Así es ampliado el campo de lo observable desde el interior del
sistema y son activadas formas algorítmicamente mediadas de observación de primer orden.

Plataformas como arXiv, SocArXiv o SciELO Preprints ejemplifican el giro. En ellas, un
mismo documento puede tener múltiples versiones visibles, cada una con su propio identificador
persistente (DOI) y asociada a comentarios públicos, ya no sólo de revisores anónimos, sino tam-
bién de lectoras y lectores diversos. Tal apertura convierte el artículo en un objeto comunicativo
dinámico, cuyo trayecto puede seguirse en el tiempo, permitiendo incluso que los debates y las
correcciones sean accesibles para cualquiera que consulte el texto. El diálogo ya no ocurre exclu-
sivamente entre autor y revisor, sino en una red de interacciones abiertas entre autoría, comuni-
dades lectoras y plataformas de difusión, bajo modalidades sincrónicas y asincrónicas.

Así los preprints no son meras publicaciones anticipadas, sino infraestructuras digitales
que reconfiguran los acoplamientos estructurales entre el sistema científico y sus entornos tecno-
lógicos. La forma “artículo científico”, históricamente cerrada y estable, deviene documento vivo,
mutable y trazable. La mutación formal transforma sus temporalidades, reorganiza la atención
epistémica y diversifica las formas de legitimación.

La publicación inmediata permite una temporalización anticipada del conocimiento: el
contenido se vuelve visible y discutible antes de ser validado. Al mismo tiempo, los registros di-
gitales, sus versiones y sus interacciones quedan inscritos en la memoria operativa del sistema. Este
tipo de trazabilidad automatizada no sólo amplía las posibilidades de autoobservación, sino que
activa nuevas dinámicas de vigilancia interna, discusión colectiva y reflexividad acelerada.

En este contexto, los preprints se consolidan como dispositivos clave para entender cómo
el sistema ciencia se comunica, se observa y se transforma en entornos algorítmicos. En términos
de acoplamiento estructural, las plataformas operan como mediadores que traducen exigencias
externas, como la velocidad o la apertura, en condiciones internas del sistema, reconfigurando sus
umbrales de observabilidad y evaluación sin alterar su clausura operativa.

VISIBILIDAD AMPLIADA: REVISIÓN POR PARES ABIERTA Y MÉTRICAS EN TIEMPO REAL

Desde la perspectiva de la teoría de sistemas sociales, la Revisión por Pares Abierta (conocida por
sus siglas en inglés: OPR)8 puede entenderse como una reconfiguración de los mecanismos de
autoobservación del sistema ciencia. Al hacer visibles las operaciones de evaluación que antes eran
internas y opacas, la OPR introduce un observador de segundo orden institucionalizado, que no
sólo valida contenidos científicos, sino que observa públicamente cómo se validan. Ello altera las
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9 A través del programa Open Reviewer, ofrece talleres para evitar sesgos, guías accesibles y mecanismos para publicar
revisiones con identificadores persistentes (DOI) en el repositorio Zenodo, promoviendo así la trazabilidad de cada
evaluación.

condiciones de clausura operativa y amplía el rango de acoplamientos estructurales con otros sis-
temas, como el educativo, el tecnológico o el legal.

Un ejemplo es PREreview, plataforma fundada en 2017, que impulsa la revisión colabora-
tiva de manuscritos en etapa de prepublicación (preprints). Su propuesta no se limita a herramien-
tas técnicas: pone énfasis en una ética de la revisión basada en la equidad, la formación continua y
la visibilización de los aportes evaluativos.9 Durante la pandemia de COVID-19, PREreview par-
ticipó en el desarrollo de la plataforma Outbreak Science Rapid PREreview, orientada a acelerar
revisiones de manuscritos sobre brotes epidemiológicos, favoreciendo la rápida difusión de resul-
tados clave (Johansson y Saderi, 2020). El ejemplo muestra cómo la función evaluativa de la cien-
cia se acopla estructuralmente con las urgencias del sistema sanitario, alterando la secuencia típica
de la producción científica. En vez de esperar la validación ex post, la ciencia es forzada a operar en
una temporalidad anticipada, en la que la visibilidad y la velocidad se convierten en condiciones
funcionales de legitimación. Esto representa una mutación en los programas del sistema ciencia,
que adapta sus operaciones comunicativas a criterios de urgencia y utilidad pública.

En una línea similar, el proyecto preLights, impulsado por The Company of Biologists,
introduce un modelo de curaduría científica desde comunidades jóvenes. Investigadoras e inves-
tigadores emergentes seleccionan preprints, los analizan críticamente y publican comentarios en
formato abierto. El enfoque no sólo anticipa una validación inicial de los textos, sino que funcio-
na como espacio formativo y de inserción activa para nuevas generaciones en la conversación cien-
tífica.

Desde una perspectiva institucional, la Coalition for Advancing Research Assessment
(CoARA) ha comenzado a articular lineamientos concretos para el reconocimiento formal de la
revisión por pares como una actividad académica evaluable. En su informe más reciente, sugiere
incorporar revisiones en los perfiles ORCID, emplear métricas cualitativas y valorar la autoría de
evaluaciones abiertas como parte del expediente académico (Chan et al., 2025). El viraje propone
desplazar el énfasis desde métricas cerradas hacia procesos abiertos, en los que la calidad se asocia
con prácticas visibles y compartidas.

Las iniciativas mencionadas no sólo buscan diversificar los indicadores de evaluación, sino
también transformar el lugar estructural del proceso evaluativo dentro del sistema. La visibilidad
algorítmica de las revisiones, su inscripción en registros persistentes y su integración en sistemas de
reputación, como ORCID, refuerzan su papel como operaciones comunicativas plenamente ob-
servables, es decir, como parte de la memoria operativa del sistema científico. La evaluación ya no
es sólo condición de entrada al sistema, sino también resultado que puede ser reutilizado en pro-
cesos futuros.

Un caso paradigmático de implementación plena de la OPR es F1000Research. Se trata de
una plataforma editorial que publica artículos tras una verificación editorial mínima, exponién-

https://prereview.org/
https://prelights.biologists.com/
https://think.f1000research.com/open-peer-review/
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dolos de inmediato a una revisión pública formal. Las identidades de las personas revisoras, sus
comentarios y las respuestas del equipo autoral son visibles en todo momento, configurando un
proceso de validación colectivo, continuo y documentado.

En el ámbito latinoamericano, se ha comenzado a incorporar esa lógica en su estrategia de
formación de posgrados y posdoctorados. Al involucrar a personas estudiantes en procesos de
revisión abierta, crítica y formativa, esta iniciativa fomenta una pedagogía de la evaluación cien-
tífica, en la cual la práctica evaluativa se convierte en una oportunidad de aprendizaje reflexivo
(Nassi-Calò, 2023). Además, su colaboración con plataformas permite solicitar revisiones direc-
tamente desde los servidores de preprints, fortaleciendo la integración técnica regional y global.

En conjunto, estas experiencias no sólo reconfiguran los mecanismos de validación cientí-
fica, sino que responden a una exigencia epistémica de nuestra época: articular modos de produc-
ción del conocimiento más abiertos, colaborativos y responsables, en los que el trabajo de evalua-
ción no sea invisible ni periférico, sino un componente esencial del proceso científico.

CAMBIOS EN AGENCIA Y OBSERVACIÓN DE SEGUNDO ORDEN

La revisión por pares abierta (OPR) introduce una modificación estructural en las formas median-
te las cuales el sistema ciencia produce autoobservación y legitimidad. En el modelo tradicional, la
evaluación ocurre en condiciones de clausura y anonimato, reforzando la opacidad de los meca-
nismos de validación. En cambio, la OPR desplaza parte de esta función hacia mecanismos ob-
servables, en los que la identidad de las personas evaluadoras, sus argumentos y sus trayectorias se
hacen explícitas y disponibles para observaciones de segundo orden (Luhmann, 2007).

Este cambio altera la agencia comunicativa: quienes evalúan dejan de ser actores invisibles
y se convierten en agentes observables que también están sujetos a evaluación. La revisión, enton-
ces, no sólo valida o invalida textos, sino que se convierte en comunicación evaluable en sí misma,
integrable en flujos algorítmicos y perfiles académicos, como por ejemplo ORCID, DOI, altmé-
tricas. Así el código verdadero/falso no se aplica exclusivamente al contenido revisado, sino tam-
bién al valor atribuido al proceso de evaluación.

En este sentido, plataformas como PREreview y F1000Research actúan como mediadores
estructurales: no sólo alojan evaluaciones, sino que estabilizan nuevas formas de autoobservación
colectiva. Al institucionalizar la trazabilidad y promover lógicas de reconocimiento abierto, estas
plataformas no sólo documentan la evaluación, sino que también la convierten en un insumo
funcional para futuras operaciones científicas, ampliando el rango operativo del sistema sin alterar
su código fundamental.

TRAZABILIDAD AUDITABLE: VERSIONADO, VÍNCULOS A DATOS/CÓDIGO Y GESTIÓN DE RETRAC-

TACIONES

La confianza en la ciencia depende, en buena medida, de su capacidad para autocorregirse. Esta
capacidad se concreta a través de la trazabilidad editorial, es decir, la posibilidad de rastrear los
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cambios que sufre una publicación científica: desde la primera versión hasta posibles correcciones,
advertencias o retractaciones. En un ecosistema cada vez más automatizado, garantizar esa traza-
bilidad requiere no sólo registrar los cambios, sino hacerlo de forma transparente, interoperable y
accesible. Desde la teoría de sistemas sociales, las plataformas de trazabilidad pueden entenderse
como dispositivos de acoplamiento estructural entre el sistema científico y subsistemas técnicos
que permiten observar, registrar y coordinar cambios sin comprometer la autonomía funcional de
la ciencia.

En este sentido, herramientas como Crossmark, desarrollada por la organización Crossref,
les permite conocer a quienes leen un artículo si este ha sido actualizado, corregido o retirado.
Basta con hacer clic en un botón integrado en el PDF o en la versión web para acceder a informa-
ción clave: fechas editoriales, políticas de actualización, relaciones con versiones previas, vínculos
a datos o código, e incluso licencias de uso. Lo relevante es que no se borra el documento original:
se construye una historia editorial completa, visible y auditable (Rittman, 2025). Ello posibilita
observaciones de segundo orden: se vuelve observable no sólo el contenido científico, sino tam-
bién la forma en que este es validado, corregido y actualizado.

Una iniciativa complementaria es Retraction Watch, creada por Ivan Oransky y Adam
Marcus, que desde 2010 documenta casos de artículos retractados por errores o malas prácticas.
En 2023, su base de datos se integró a la API de Crossref, permitiendo que distintas plataformas,
como la misma Crossmark, detecten automáticamente si un documento ha sido retractado (Oran-
sky, 2023). Dicha integración técnica es fundamental para evitar que artículos retirados o dimi-
tidos, continúen circulando sin advertencia. En términos sistémicos, estas medidas incrementan
la capacidad del sistema de observarse a sí mismo, es decir, fortalecen su autoobservación institu-
cionalizada frente a desviaciones o fallos comunicativos.

No obstante, persisten desafíos importantes. Uno de los más críticos son las llamadas ste-
alth corrections o correcciones invisibles: cambios realizados en publicaciones sin dejar constancia
pública. Investigaciones recientes han detectado al menos 131 casos entre 2005 y 2024, descubier-
tos gracias al monitoreo de plataformas como PubPeer o redes académicas (Aquarius et al., 2025).
Esta práctica pone en riesgo la integridad editorial, pues altera el contenido sin informar a la co-
munidad. Desde una mirada luhmanniana, estas ‘correcciones invisibles’ interrumpen la función
autopoietica del sistema, pues eliminan la posibilidad de observar los propios errores y aprender
de ellos dentro de la clausura operativa.

El Committee on Publication Ethics (COPE) ha establecido guías claras: los errores me-
nores deben corregirse de forma explícita, mientras que los fallos graves requieren notas de retrac-
tación visibles (Barbour et al., 2009). Sin embargo, muchos artículos retractados siguen siendo
citados, lo que revela limitaciones técnicas y políticas en los sistemas editoriales actuales.

Un paso más en esta dirección es la adopción de versiones vivas (living versions). Se trata
de una práctica que permite actualizar artículos después de su publicación, manteniendo un his-
torial completo mediante identificadores únicos (DOI) y relaciones como hasVersionOf o upda-
tes. Este enfoque es cada vez más común en plataformas que entienden la ciencia como un proceso
continuo, no como un producto terminado.

https://www.crossref.org/
https://www.crossref.org/documentation/crossmark/
https://www.pubpeer.com/login
https://publicationethics.org/
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Además, vincular los artículos con sus datos y código fuente no solo incrementa la trans-
parencia, sino que facilita la reproducibilidad. Repositorios como Zenodo, Figshare o Dryad per-
miten asignar DOI persistentes a estos recursos y enlazarlos directamente con las publicaciones,
conformando un sistema interconectado de conocimiento (Lin, 2016).

Así el documento científico deja de ser un artefacto cerrado y se convierte en un objeto vi-
vo, dinámico y verificable. Garantizar la trazabilidad, el versionado y los vínculos enriquecidos es
una condición esencial para sostener la legitimidad del conocimiento en un entorno donde los
algoritmos participan activamente en la circulación de contenidos.

DE BORRAR A MARCAR Y RASTREAR, CAMPOS DE ACTUALIZACIÓN RÁPIDA Y CONTINGENCIA

En los modelos tradicionales de publicación científica, los errores o cambios eran gestionados de
forma opaca: se corregía el contenido sin dejar huella, borrando versiones previas y dificultando la
reconstrucción del proceso comunicativo. Desde la perspectiva de la teoría de sistemas, esta prác-
tica limitaba la capacidad autorreferencial del sistema ciencia, que no podía observar ni aprender
de sus propias modificaciones.

El tránsito hacia esquemas de versionado explícito, trazabilidad y vinculación enriquecida
—por medio de identificadores persistentes, anotaciones abiertas y sistemas de retractación inte-
roperables— permite que la comunicación científica incorpore la contingencia como rasgo cons-
titutivo. Ya no se trata de emitir verdades cerradas, sino de generar comunicaciones marcadas por
su posibilidad de actualización, especialmente en campos donde el conocimiento cambia con ra-
pidez, como la programación, la epidemiología o las ciencias de datos.

Retractar o corregir deja de ser un estigma para convertirse en una práctica que incremen-
ta la fiabilidad del sistema. La visibilidad de estas acciones habilita observaciones de segundo orden
sobre la validez, temporalidad y estabilidad de las publicaciones. Así los objetos científicos se ins-
criben en una lógica operativa que privilegia el seguimiento, la reflexividad y la adaptabilidad ante
entornos algorítmicamente mediados, lo que redefine los mecanismos de memoria operativa del
sistema ciencia y amplía los márgenes de su autoevaluación algorítmicamente mediada.

AGENCIA DISTRIBUIDA: CO-CREACIÓN HUMANO-ALGORÍTMICA EN DESCUBRIMIENTO, REDAC-

CIÓN Y EVALUACIÓN

El uso de IA está reconfigurando la forma en que se accede, analiza y redacta el conocimiento
científico. Ese viraje se inscribe en una transformación estructural de los procesos de producción
académica, en los cuales algoritmos complejos median tareas antes delegadas exclusivamente a la
pericia humana. En ese contexto, emergen nuevas herramientas que, si bien agilizan procesos,
también exigen una reflexión crítica sobre sus implicaciones epistemológicas y éticas.
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DESCUBRIMIENTO ASISTIDO Y SISTEMAS DE RECOMENDACIÓN

Plataformas como Semantic Scholar y Semantic Reader aplican modelos de aprendizaje automá-
tico para identificar vínculos no evidentes entre publicaciones, generar resúmenes automáticos y
ofrecer recomendaciones ajustadas al perfil del lector. Estos sistemas que “aprenden” a partir de
historiales bibliográficos permiten personalizar el acceso al conocimiento y mejorar la detección
de literatura relevante (Smail et al., 2023). Desde una mirada luhmanniana, tales plataformas no
sólo automatizan búsquedas, sino que operan como observadores de segundo orden algorítmicos
que estructuran la observación de la ciencia desde una lógica estadística, reconfigurando qué se
presenta como relevante o marginal.

Otros entornos, como Research Rabbit, priorizan la exploración visual de redes de cita-
ción, facilitando la comprensión de comunidades de conocimiento y tendencias emergentes. En
esta misma línea, herramientas como CitNetExplorer y VOSviewer, basadas sobre el análisis de
co-citación y agrupamiento semántico, permiten mapear el estado del arte de un campo y generar
visualizaciones útiles para investigaciones interdisciplinares (Van Eck y Waltman, 2017).

RESÚMENES AUTOMÁTICOS Y ESCRITURA ASISTIDA

En la fase de redacción, modelos como SciLit automatizan el descubrimiento de fuentes relevan-
tes, extraen hallazgos clave y sugieren frases citables contextualizadas (Gu y Hahnloser, 2023).
Asimismo, herramientas como ScholarCopilot integran recuperación de referencias y generación
de texto académico con citas precisas, ofreciendo soporte en la escritura científica sin desligarla de
sus fuentes originales (Wang et al., 2025). Dicha automatización afecta directamente los progra-
mas del sistema ciencia, es decir, los criterios internos que permiten aplicar el código verdadero/fal-
so en contextos específicos. La IA no solo apoya la escritura, sino que redefine cómo se estabilizan
ciertas afirmaciones como científicas.

Pese a estas ventajas, estudios recientes advierten sobre riesgos significativos. Chatbots co-
mo ChatGPT o DeepSeek tienden a generalizar o simplificar en exceso los resultados de investi-
gaciones científicas, lo cual puede distorsionar los hallazgos originales. En contextos clínicos, estas
herramientas han generado resúmenes erróneos en más del 70% de los casos, superando incluso el
margen de error de los resúmenes redactados por humanos (Peters y Chin-Yee, 2025). Esto pone
en evidencia la necesidad de marcos de supervisión crítica y capacitación especializada.

INTERACCIÓN SEMÁNTICA CON DOCUMENTOS CIENTÍFICOS

Plataformas como SciSpace han dado un paso adicional al permitir que el usuario interactúe con
artículos científicos mediante sistemas conversacionales. A través de interfaces tipo chat, es posible
obtener explicaciones sobre gráficos, definiciones de conceptos técnicos o respuestas personali-
zadas a preguntas específicas sobre el contenido de un documento PDF. Esta interacción semán-

https://openreader.semanticscholar.org/
https://www.semanticscholar.org/
https://www.researchrabbit.ai/
https://www.vosviewer.com/
https://www.citnetexplorer.nl/
https://www.scilit.com/
https://tiger-ai-lab.github.io/ScholarCopilot/
https://www.deepseek.com/en
https://openai.com/es-ES/chatgpt/overview/
https://scispace.com/
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tica reduce la carga cognitiva en etapas tempranas de lectura y acelera la comprensión de materia-
les complejos.

AUTORÍA, RESPONSABILIDAD Y TRAZABILIDAD ALGORÍTMICA

La incorporación de IA en la escritura académica ha abierto un debate crucial: ¿quién es respon-
sable del contenido generado o asistido por algoritmos? La autoría tradicional, entendida como el
resultado de una contribución intelectual humana, se ve tensionada por la capacidad de estas he-
rramientas para generar texto de apariencia legítima. Diversas publicaciones han planteado que los
modelos de lenguaje no deben ser incluidos como coautores, pero sí debe reconocerse su uso me-
diante secciones de disclosure que expliciten qué tipo de IA fue utilizada, con qué propósito y en
qué etapas del trabajo (Gorraiz, 2025; Lund y Naheem, 2024). En términos sistémicos, la autoría
deja de ser exclusivamente humana y se vuelve una operación híbrida, lo que complejiza los me-
canismos de autoobservación. El sistema ya no se observa sólo a través de contribuciones huma-
nas, sino a través de flujos de contenido parcialmente generados por agentes no humanos.

Asimismo, se plantea la necesidad de desarrollar estándares de trazabilidad algorítmica: re-
gistros que permitan verificar qué porciones del texto fueron generadas o modificadas mediante
IA, de modo que se pueda preservar la transparencia y evaluar la validez del contenido científico
(Gorraiz, 2025). En este sentido, la responsabilidad ética sigue recayendo en las personas inves-
tigadoras, quienes deben garantizar la precisión, confiabilidad y reproducibilidad de los resulta-
dos, incluso cuando estos hayan sido mediados por herramientas digitales.

Sin duda, las herramientas de IA están transformando profundamente la forma en que se
produce, valida y difunde el conocimiento académico. Aunque abren oportunidades inéditas para
la colaboración, la eficiencia y el acceso, también introducen desafíos éticos y epistemológicos que
deben ser atendidos con urgencia. En entornos donde los algoritmos median de manera creciente
las prácticas científicas, resulta fundamental fortalecer la agencia humana, fomentar la autorre-
flexividad y consolidar una cultura de la responsabilidad compartida.

OBSERVADORES ARTIFICIALES Y DISLOCACIONES EN LA AUTODESCRIPCIÓN DEL SISTEMA CIEN-

CIA

La incorporación de IA generativa y algoritmos de recomendación en la producción académica
transforma no sólo las prácticas de búsqueda, análisis y redacción, sino también las estructuras
mismas de observación del sistema de la ciencia.

Desde una perspectiva luhmanniana, las tecnologías mencionadas operan como observa-
dores artificiales, capaces de generar descripciones, conexiones y resúmenes sin participación hu-
mana directa. Esto altera la dinámica autorreferencial del sistema: la ciencia ya no se observa sólo
a través de actores humanos, sino también mediante agentes no humanos que operan con lógicas
estadísticas y semánticas entrenadas en grandes corpus previos. Si bien estos observadores artifi-
ciales pueden expandir la capacidad reflexiva del sistema, también introducen zonas de opacidad
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operativa, donde las decisiones sobre qué es visible o relevante se basan sobre estructuras no ob-
servables desde el propio sistema. Eso tensiona la autonomía operativa y obliga a reconsiderar los
límites de la autoevaluación científica.

La externalización parcial de la observación introduce nuevas formas de codificación, que
pueden facilitar la eficiencia, pero también opacar las contingencias y los desacuerdos. Se modifica
la temporalidad del procesamiento científico y se automatiza parte de la selección. Ello reduce la
fricción entre producción y comunicación, pero también desplaza la atribución de sentido y res-
ponsabilidad. La IA no sustituye al sistema ciencia, pero lo fuerza a redefinir los límites de su au-
todescripción y los criterios mediante los cuales valida, distribuye y reflexiona sobre sus propias
operaciones.

PATOLOGÍAS EMERGENTES: RIESGOS SISTÉMICOS ASOCIADOS A LA AUTOEVALUACIÓN ALGORÍT-

MICA

En el ecosistema de comunicación científica progresivamente mediado por algoritmos, métricas
automatizadas e infraestructuras digitales emergen riesgos que no deben interpretarse como dis-
funciones externas o excepciones, sino como productos sistémicos derivados de acoplamientos
funcionales entre la ciencia y otros sistemas (económico, tecnológico, mediático). Desde la teoría
de sistemas sociales, tales “patologías” son considerados efectos colaterales de una complejización
estructural que no siempre incrementa la capacidad reflexiva del sistema, sino que puede compro-
meter su operación mediante ruidos, simplificaciones y opacidades (Luhmann, 1996, 2007). Este
apartado analiza tres riesgos: la expansión de editoriales depredadoras y paper mills, el uso no de-
clarado de IA y el plagio algorítmico, y el deterioro de la confianza institucional a partir de métricas
contaminadas.

EDITORIALES DEPREDADORAS Y PAPERMILLS: INCENTIVOS Y DETECCIÓN

Las editoriales depredadoras y las fábricas de artículos (paper mills) representan patologías de aco-
plamiento perverso entre la presión institucional por publicar y las economías de escala de la pu-
blicación digital. Estas entidades simulan los procesos comunicativos de la ciencia (publicación,
revisión, validación), pero bajo un código operativo ajeno al código verdadero/falso, sustituyén-
dolo por una lógica puramente económica (pago/no pago). Su proliferación está relacionada con
sistemas de evaluación que priorizan el volumen de publicaciones por encima de la calidad o re-
levancia científica (Mills y Inouye, 2020; Shamseer et al., 2017).

El uso de plataformas de IA por parte de esas redes ha acelerado la producción fraudulen-
ta, generando miles de artículos con textos artificialmente construidos, referencias ficticias y au-
torías inexistentes. La sofisticación de estos mecanismos que integran chatbots, generadores de
citas y herramientas de detección de plagio inverso ha superado la capacidad de los sistemas tra-
dicionales de revisión y vigilancia editorial.
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Desde la teoría de sistemas, el fenómeno puede ser entendido como una forma de ruido es-
tructural: el sistema se observa a sí mismo a través de señales falsificadas, lo que compromete su
capacidad de autoevaluación y perturba sus mecanismos internos de validación.

PLAGIO Y USO NO DECLARADO DE IA: FRENTES TECNOLÓGICOS Y LÍMITES SEMÁNTICOS

El uso extendido de modelos generativos como ChatGPT, DeepSeek o Claude ha generado tipos
de plagio que no se ajustan a las definiciones tradicionales. La producción asistida por IA plantea
problemas de autoría, responsabilidad y transparencia, especialmente cuando no se declara su uso
o no existe trazabilidad del proceso de generación textual (He et al., 2025; Laher, 2025).

El fenómeno conocido comoAI ghostwriting en el que autores humanos emplean IA para
redactar borradores completos sin declarar su uso obscurece las fronteras entre producción inte-
lectual humana y asistencia algorítmica. Esta práctica desafía los principios éticos establecidos,
como los recogidos en el Committee on Publication Ethics (COPE, 2022).

Por su parte, herramientas como GPTZero, ZeroGPT o Turnitin AI han demostrado ta-
sas elevadas de falsos positivos y negativos (AlAfnan y MohdZuki, 2023), lo que sugiere que la
detección automática de contenido generado por IA sigue siendo poco fiable.

Desde una perspectiva luhmanniana, esta situación implica una externalización de las ope-
raciones cognitivas del sistema hacia entornos semánticamente opacos. Esto debilita la autopoiesis
de la ciencia, en tanto que las decisiones comunicativas ya no se organizan únicamente a partir del
código verdadero/falso, sino que incorporan criterios probabilísticos de cajas negras algorítmicas
(Esposito, 2021).

IMPACTO EN PROGRAMAS DE EVALUACIÓN Y CONFIANZA INSTITUCIONAL

Un tercer nivel de riesgo afecta a los sistemas de evaluación y a la legitimidad institucional de la
ciencia. A medida que los procesos de revisión, citación, indización y recomendación son auto-
matizados, la observación de segundo orden es delega en algoritmos que operan con datos incom-
pletos, contaminados o falsificados (Lund et al., 2023; Mühlhoff, 2025).

Dicha delegación implica que las decisiones estratégicas sobre financiamiento, promoción
o reconocimiento científico pueden estar basadas sobre simulacros y no sobre observaciones epis-
témicamente confiables. Si las métricas se calculan sobre cuerpos contaminados -por paper mills,
plagio no detectado o textos generados por IA- el sistema pierde capacidad de distinguir entre
comunicaciones científicas válidas y simuladas.

Desde la teoría de sistemas, la situación puede interpretarse como una pérdida de comple-
jidad. Cuando los procesos reflexivos de evaluación (discusión, revisión por pares, crítica argu-
mentada) son sustituidos por cálculos automáticos, el sistema reduce su capacidad evolutiva, en
tanto limita su posibilidad de corrección interna y adaptación contextual (Luhmann, 2007). La
evaluación deja de ser una operación comunicativa rica y situada, para convertirse en una atribu-
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ción probabilística basada en observaciones reducidas, con sesgos estructurales vinculados al idio-
ma, la geografía y la afiliación institucional (Hwee Min, 2025; Naddaf, 2025).

En ese contexto, la confianza deja de ser el resultado de procesos deliberativos entre pares,
para volverse una construcción algorítmica sujeta a los sesgos de diseño de los sistemas que pro-
cesan las comunicaciones científicas.

HACIA UNA AUTOEVALUACIÓN ALGORÍTMICAMENTE MEDIADA

Desde la teoría de sistemas sociales, el sistema de la ciencia mantiene su unidad funcional a través
de una clausura operativa sustentada en el código binario verdadero/falso. La operación se realiza
mediante comunicaciones autorreferenciales que permiten al sistema diferenciarse de su entorno
y conservar su especificidad cognitiva (Luhmann, 1996, 2007). Sin embargo, en un entorno don-
de la comunicación científica es progresivamente mediada por tecnologías digitales, como plata-
formas, algoritmos, métricas y modelos generativos, se hace evidente una transformación en las
formas mediante las cuales el sistema observa, valida y se reflexiona a sí mismo.

La autoevaluación algorítmicamente mediada emerge así como una nueva forma de au-
toobservación del sistema de la ciencia. A diferencia de la observación de segundo orden basada
exclusivamente sobre juicios de pares, esta modalidad incorpora estructuras no humanas, sean
infraestructuras técnicas, como Crossref, Zenodo, OpenAlex, sean sistemas de versionado, tra-
zabilidad computacional o incluso Learning Managment Systems, que amplifican la reflexividad
operativa del sistema, permitiendo registrar, relacionar y ordenar grandes volúmenes de observa-
ciones (Esposito, 2022). Como plantea Elena Esposito, los algoritmos no sólo filtran información,
sino que también estructuran la manera en que los sistemas sociales se representan a sí mismos y a
los demás, influyendo sobre qué puede ser observado como confiable, válido o citacionalmente
relevante.

La nueva forma de observación no sustituye el código verdadero/falso, pero sí altera sus
condiciones de aplicación. Mientras la revisión entre pares se basa sobre deliberaciones argumen-
tativas, la mediación algorítmica introduce procesos automáticos que priorizan lo visible, lo ci-
table o lo viralizable según métricas preprogramadas. El sistema amplía así su memoria operativa,
su capacidad de observación distribuida y su trazabilidad, pero también enfrenta riesgos episté-
micos vinculados a la opacidad algorítmica, la exclusión de saberes no hegemónicos y la natura-
lización de indicadores como proxies de verdad.

La propuesta de reconocer esa forma de autoevaluación como categoría heurística tiene
una doble utilidad: primero, como herramienta para mapear los cambios estructurales que expe-
rimenta el sistema ciencia en el marco de la emergencia de comunicaciones medidas por algorit-
mos y, segundo, como base conceptual para intervenir críticamente en el diseño de políticas cien-
tíficas, mecanismos de evaluación y marcos normativos orientados a preservar la autonomía fun-
cional de la ciencia sin renunciar a su apertura.
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10 Las métricas de altmetría en ciencia, conocidas como altmetrics, son indicadores que miden la atención, el alcance
y la interacción que recibe una publicación científica a través de plataformas digitales y redes sociales, como X, Fa-
cebook, blogs, Wikipedia, medios de comunicación y documentos de políticas públicas. Estas métricas capturan el
impacto inmediato y social de la investigación, complementando los indicadores tradicionales basados sobre citas
académicas (García-Villar, 2021).

¿QUÉ PERMANECE? LA FUNCIÓN (CÓDIGO) VS. ¿QUÉ CAMBIA? LAS FORMAS MEDIADAS

A pesar de la transformación digital del entorno comunicativo, el sistema científico sigue operan-
do bajo su código funcional: verdadero/falso. El código permite al sistema distinguir entre afir-
maciones científicas y no científicas, manteniendo su clausura operativa y su autonomía estruc-
tural frente a otros sistemas sociales (Luhmann, 1996). Lo que cambia no es la función, sino las
formas mediante las cuales se operacionaliza ese código.

Las infraestructuras digitales, como preprints, DOIs, revisión abierta, dashboards algorít-
micos, modelos de lenguaje, actúan como formas mediadas que reorganizan la observación inter-
na. Dichas tecnologías amplifican la capacidad del sistema para realizar autoobservación distribui-
da, permiten nuevas formas de seguimiento, como las métricas de altmetría10 o los vínculos se-
mánticos entre versiones, y alteran las temporalidades del reconocimiento. Así la visibilidad y la
legitimación ya no dependen sólo del juicio experto, sino de circuitos de exposición algorítmica
que condicionan la forma en que el código verdadero/falso es ejecutado.

UTILIDAD DEL MARCO PROPUESTO PARA INVESTIGACIONES FUTURAS

La categoría de autoevaluación algorítmicamente mediada permite abordar con mayor precisión
los cambios estructurales en los modos de producción, validación y circulación del conocimiento
científico. A diferencia de enfoques centrados exclusivamente en las plataformas o las herramien-
tas, este marco permite analizar los cambios desde la lógica interna del sistema ciencia, enfocán-
dose en cómo se transforman sus mecanismos de clausura operativa, reflexividad y reproducción
autopoiética.
Entre sus posibles aplicaciones, destacan:

(a) el análisis empírico de plataformas de ciencia abierta y sus marcos de gobernanza epistémi-
ca;

(b) el estudio de las mediaciones algorítmicas en procesos evaluativos institucionales y acadé-
micos;

(c) la observación de sesgos estructurales derivados de bases de datos entrenadas en corpus
parcializados (idioma, afiliación, geografía);

(d) la exploración crítica de los límites entre colaboración humana y automatización en la
construcción de legitimidad científica.

Este enfoque evita reduccionismos tecnodeterministas al tiempo que permite mapear las tensio-
nes entre apertura, control y autonomía funcional en la transformación actual del sistema ciencia.
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CONCLUSIONES: MÁS ALLÁ DEL TEXTO, HACIA UN SISTEMA DE CIENCIA REENTRENADO

El artículo ha argumentado que el sistema de la ciencia, entendido desde la teoría general de los
sistemas sociales de Niklas Luhmann, atraviesa una transformación profunda en sus formas ope-
racionales y comunicativas, sin que ella implique una ruptura con su función diferenciada dentro
de la sociedad moderna. El código binario verdadero/falso que estructura la continuidad auto-
poiética del sistema permanece activo, pero las formas mediante las cuales se ejecuta, se valida y se
comunica dicho código están siendo reconfiguradas por infraestructuras digitales, plataformas
automatizadas y modelos algorítmicos de observación.

Lejos de ser meros soportes, las tecnologías aquí estudiadas se constituyen en nuevos ob-
servadores artificiales que no sólo filtran, ordenan o aceleran las comunicaciones, sino que tam-
bién participan activamente en la configuración de qué puede ser considerado como científica-
mente válido, relevante o visible. En este nuevo entorno, casos como los preprints, la revisión por
pares abierta, la trazabilidad auditable de las versiones y la escritura asistida por IA no son sólo
innovaciones técnicas, sino expresiones concretas de un desplazamiento estructural en la autoob-
servación del sistema.

Proponemos, por ello, el concepto de autoevaluación algorítmicamente mediada como
una categoría analítica que permite comprender este nuevo régimen de reflexividad distribuida.
La categoría permite distinguir entre una continuidad funcional, centrada en la producción de
conocimiento confiable y comunicable, y una mutación formal en las formas, temporalidades y
agencias que median dicha producción.

Al integrar plataformas interoperables, sistemas de recomendación, métricas automatiza-
das y estructuras de validación abierta, el sistema ciencia se reentrena a sí mismo, acumulando
memoria operativa y reorganizando sus acoplamientos estructurales con otros sistemas sociales
(tecnológico, político, económico). Tal transformación no está exenta de riesgos: la opacidad al-
gorítmica, la inflación textual derivada de las fábricas de artículos y la delegación acrítica de de-
cisiones epistémicas amenazan con reducir la complejidad y comprometer la función evolutiva del
sistema.

Sin embargo, también se abren oportunidades inéditas. En conjunto, las experiencias abor-
dadas no sólo reconfiguran los mecanismos de validación científica, sino que también responden
a una exigencia epistémica de nuestra época: articular modos de producción del conocimiento
más abiertos, colaborativos y responsables, en los cuales el trabajo de evaluación no sea periférico
ni invisible, sino un componente esencial del proceso científico. Desde la teoría de sistemas, esa
apertura no implica una pérdida de clausura operativa, sino una expansión en la capacidad del
sistema para observarse a sí mismo mediante nuevas mediaciones técnicas, éticas y normativas.

El giro no solo demanda adaptaciones técnicas o institucionales, sino también una recon-
ceptualización teórica de las formas en las que el sistema de la ciencia produce verdad, distribuye
reconocimiento y organiza la legitimidad. En este sentido, la autoevaluación algorítmicamente
mediada es para la teoría de sistemas, tanto un fenómeno empírico observable como un reto con-
ceptual, que debe seguir explorando cómo la comunicación científica se transforma cuando se
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acopla estructuralmente con infraestructuras automatizadas, datos masivos y agentes no huma-
nos.
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